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 Prediction for various micro (esp., firm-level) outcomes

 Exit (e.g., default), growth, malpractice, etc.

• Better prediction ⇒ Better decision

• Machine learning-based approach (ML)

 “ML ≻ Human” on average

• I.e., they could disagree
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Background



 Any systematic pattern in the disagreement?

⇔ Useful for at least two reasons…

I. Nature of human error (when “ML ≻ Human”)

• Firm attributes (e.g., complexity, opaqueness, priority, etc.)

• Individual attributes (e.g., experience, expertise, etc.)

• Organization attributes (e.g., team size, colleagues, etc.)

• Interactions of those attributes (i.e., conditional impacts)
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Our research question



 Any systematic pattern in the disagreement?

⇔ Useful for at least two reasons…

II. Complementing ML (when “Human ≻ML”)

• Can it really be the case? 

⇒ Yes (economist view): Signal extraction from soft/private info

⇔ Kleinberg et al. (QJE ‘18): ML > “Predicted” judge > Judge

• If yes, identify the condition (3 sets of attributes & the 
interactions among those)
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Our research question (cont’d)



A) Construct a ML-based prediction model
 Massive size of firm-level data w/ high dimension information

 Various outcomes (“default” + voluntary exit, merged, sales growth, etc.)

B) Measure the disagreement b/w ML & Human

 Human = Credit rating by analysts + default records ⇔ Comparable w/ ML

 “Proxy”↑ (↓)⇔ML works better (worse)

C) Identify the determinants of the “proxy”

 3 sets of attributes + interactions

D) Counterfactual exercise
 Economic impact of Δ(attribute) ⇔ Kleinberg et al. (QJE ’18nomic impact 

of resource reallocation (e.g., reshuffle of analysts) 4

What we are doing



A) Inventing a new algorithm
 Instead, employing a standard methodology (i.e., WRF) used in industry

Note: Yet, taking care of structural change of the model Rajan (WP ‘09)

B) Studying other than enterprises

 Not studying the prediction for individuals

C) Studying other than credit rating
 Not necessarily studying bankers’ decision itself

 Still informative given it is used in business (e.g., trade finance)

D) Causal impact of the introduction of ML score
 Paravisini & Schoar (WP ’15), Hoffman et al. (QJE ’18)

 Discuss it as counterfactual exercises
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What we are NOT doing



 As far as we know, no extant studies have explicitly 
identified the determinants of human-ML disagreement

 This is mainly because…

 Data limitation on human prediction

 Data limitation on the attributes of targets & “human”

 Selection label problem

⇒ Ours Help to understand the nature of human error and 

also shed light on the role of humans in the digital age
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Contribution



 On average, “ML ≻ Human” is the case

 Robust against hyper-parameter tunig, train/test data 
configuration, variable choice, sub-sampling

 Furthermore, “ML ≻ Human ≻ Predicted human”

 ≠ Kleinberg et al. (QJE ‘18) ⇒ Supporting economists’ view

 Still, “Human ≻ML” could be the case when…

i. Firm: Large/complex, opaque, not in queue

ii. Analyst: Experienced, large #(firms), industry expertise

iii. Team: Large/Small, experienced, industry expertise, idling

※ Confirmed by human prediction based on “soft info”

⇒ E.g., better to allocate experienced to opaque w/ some room
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Key takeaways



Thank you and comments are welcome!
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